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ABSTRACT

The probabilities of occurrence of dry and wet days is one of the best tools for fitting a Markov chain model, geometric and Markovian geometric spell distribution. But, the studies of uncertainty about the nature of day's rainfall are rarely available. Every probability distribution has some uncertainty associated with it. The concept of Information theory approach (entropy) is introduced here to provide a quantitative measure of this uncertainty, and to test the stochastic Markovian dependence. Present study reveals that redundancy values (R) in Hill sub region of West Bengal i.e., Darjeeling, during monsoon months are ranging from 0.116 to 0.536, these values are indicating that Markovian system tends to minimum favorable conditions i.e., almost uncertain to follow Markovian dependence. But, likelihood ratio test is the most powerful test to check the Markovian dependence. Using likelihood ratio test, Markovian dependence is best fitted during the study period, except in September.
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INTRODUCTION

Rainfall is considered as a principal source of water. The success or failure of crops, particularly under rained condition is closely linked with rainfall distribution patterns. The seasonal, spatial and temporal variations of rainfall adversely affect the crop production under dry land / rained situation. The crop cultivation under dry land situation involves high risks of crop failure; therefore, the farmers are not willing to make high investment. Under such situation, analysis of rainfall distribution pattern is very much essential to utilize maximum potential of dry land agriculture. About one-third of total cultivated land (140 million ha) is irrigated, producing 55 percent of food grain production and remaining cultivated area, which is mainly dry land / rain fed, which contributes 45 percent. The net sown area of about 140million ha provides food to over one billion population (Shamsher Singh, 2006).

In West Bengal, crop planning is done, based on the availability of irrigation. But, it is restricted due to the variability in the beginning of the monsoon season. The agricultural production in the rain fed areas of West Bengal suffers mostly from a late start of the monsoon. Also, if the withdrawal of monsoon from the region is earlier than expected, late planted crops may be hurt during the filling stages, from lack of moisture. The systematic studies on the influence of rainfall on the yield of wheat at Rothamsted Agricultural Experiment Station was first done by Fisher (1924), and reported that the yield of crop was more affected by distribution of rainfall than the amount. Studies on the probability of occurrences of dry and wet days using Markovian model was done by Gabriel and Neumann (1962) and Medhi (1976). Markovian model can be used to study the probability of
occurrences of different rainfall characteristics through one step transitional probability matrices during monsoon period, and revealed that, the weighted entropy values over the transition probabilities during the beginning and closing months of monsoon at Maithan were less, in comparison with the other monsoon months. Basu, 1988 and Thokal et al. (2003) studied the rainfall data of 31 years (1972 – 2002) of Dapoli, located in Konakan region of Maharashtra state. The statistically analyzed weekly data of rainfall was found to be more useful for crop planning as water management practices, than monthly, seasonal and annual data. Maruyama and Kawachi (1998) and Kawachi et al. (2001) employed the informational entropy to measure the degree of uncertainty of rainfall occurrence in time or the over-a-year temporal rainfall apportionment based on the probability density function of rainfall, randomly allocated over fragmented times. Pechlivanidiset al. (2010) used Entropy for Model diagnostic in rainfall modeling. Saxena et al. (2013) studied the order identification of daily rainfall by using Akaike's criterion. But, Shannon's entropy has not been yet used to study the uncertainties of rainfall and an attempt has been made in this paper, to analyze the daily rainfall data of Hisar station for the period from 1925 to 2013, using Shannon's entropy. Mukhopadhyay (1993) attempted to examine the Markov dependence by entropy, considering the three states of outcome. There were normal, bad and good years of rainfall, accordingly defined. Redundancy test was applied to test the stochastic dependence on the one step 3x3 Markov chain model. But it was observed from the study that, the redundancy test could not favor the system of Markovian dependence. Mukhopadhyay (1996) attempted to use entropy for Markovian model on weekly rainfall in two North Bengal districts. A statistical study of monsoon rainfall at two stations of Terai zone during 1972- 1990 was carried out by Markov chain model through one step transition probability matrix. The stochastic matrix for the two stations was obtained from one transition state to others for different nature of weekly rainfall. The likelihood ratio test based on entropy was applied over Markovian model. It was found that the weekly rainfall during rainy months depend on the nature of rainfall of the previous week. Markov chain models were fitted to weekly rainfall during monsoon season for the two stations, Cochbehar and Jalpaiguri, but the stochastic matrices of the two places were not considered to be identical.

Keeping in view of the above consideration, it is utmost importance to study the Information theory approach regarding uncertainty of monsoon rainfall, in the hill region of West Bengal.

MATERIALS AND METHODS

Forty-four years of daily rainfall data of active monsoon period (from May 31st to October 30th) of meteorological station - Darjeeling was used in this study. The study was considered from 1970 to 2014. To study the probabilities of dry and wet spell and uncertainty of active monsoon rainfall, the daily rainfall was collected from Indian Meteorological Department (IMD).

Stochastic Matrices

A unit step 5x5 transition probability matrix, from one transition state to another was formed for each month, June to October, and the season from the frequency of the occurrence of daily rainfall at Darjeeling meteorological station.

In the present study, the choice of minimum threshold values for determining the states of Markovian model on daily rainfall are of much implications, whenever this information of a region are extremely valuable in planning agricultural operational adjustments in rain fed farming, and also critical to plants as well as various human activities. Bearing it in mind, the intensity of daily rainfall have been assigned to five categories and grouped as follows:
The mode of classification yields a sequence of non-rainy, light rainy, moderate rainy, heavy rainy day, very heavy rainy days which can be regarded as a five states Markov chain. The classification was successfully used by Basu (1988). There are twenty-five possibilities in which, each daily rainfall with its transition may be classified as one of them. Thus for each year, the nature of rainfall on 1st June was classified as one of them, which also depends on the nature of rainfall on 31st May for transition property. Repeating this procedure for each year under the experimental period, the cell frequencies for twenty-five possibilities were obtained, accordingly. The nature of the intensity of rainfall on 31st May was regarded as the initial state of the chain, under study. Let the cell frequency of unit step transition \( i \rightarrow j \). i.e. the process can go from \( i \) to \( j \)th state of occurrence and is denoted by \( n_{ij} \), where \( i \) and \( j \) belongs to \( s; s = 1, 2 \ldots m \) (5) and also \( s \) is a closed set of five states. The set of \( m^2 \) (25) transition frequencies have sufficient statistics for the transition matrix. The transition probabilities have been estimated by applying the maximum likelihood method.

The estimate of the conditional probability is given by

\[
p_{ij} = \frac{n_{ij}}{n_i}
\]

Where \( n_{ij} \) be the realization and \( i \) and \( j \in S : S = 1 \ldots \ldots \ldots m \).

The initial probability

\[
p_i^0 = P[ x_0 = u ] : u \in S.
\]

But, it has been ignored from the chain. The transition probabilities are calculated by dividing the transition frequencies by the total frequencies of that particular state, and is given by

\[
p_{ij} = \frac{n_{ij}}{n_i}
\]

Where \( n_i = \sum_j n_{ij} \). Subject to the restrictions: \( \sum_j p_{ij} = 1 \) for each \( i \)

And \( p_{ij} \geq 0 \) for all \( i \) and \( j \)

Each row constitutes the probability vector, and it is convenient to give the set of all such vectors as a matrix. This matrix is known as transition probability matrix or stochastic matrix. This is a square matrix (5x5) with non-negative elements and unit row sum.

The same method of estimation has also been employed to estimate the stationary probability of each state and is given by

\[
\pi_i = \frac{n_i}{n}
\]

---

Table 1

<table>
<thead>
<tr>
<th>Category No.</th>
<th>Nature of Daily Rainfall</th>
<th>Intensity of Daily Rainfall (in mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Non rainy day</td>
<td>0-2.4</td>
</tr>
<tr>
<td>B</td>
<td>Light rainy day</td>
<td>2.5-10.0</td>
</tr>
<tr>
<td>C</td>
<td>Moderate rainy day</td>
<td>10.1-50.0</td>
</tr>
<tr>
<td>D</td>
<td>Heavy rainy day</td>
<td>50.1-125.0</td>
</tr>
<tr>
<td>E</td>
<td>Very heavy rainy day</td>
<td>125.1 and above</td>
</tr>
</tbody>
</table>
Where \( n = \sum_i n_i \)

Subject to condition \( \sum_i \pi_i = 1 \) i.e., S.

The method of estimation of transition probability and stationary probability has been discussed by Bhattacharyya and Waymire (1990) and Seneta (1981). The values of stationary probability for each month and season are given in Table 1 for Darjeeling respectively.

**Redundancy Test**

The mathematical model of information theoretic entropy given by Shannon (1948) has been employed to measure the uncertainty of the transition probability and is given by

\[
H_i = - \sum p_{ij} \log p_{ij} \quad \text{for each } i
\]  

(1.4)

Where, \( H_i \) denotes the entropy of \( i \)th state. The entropy for each state of transition matrix is to be measured separately for the month of June, July, August, September and October, as well as for the monsoon season at all the stations. These are presented in Table 1 for Darjeeling, respectively.

The entropy of stationary distribution i.e. the entropy of the individual state of occurrence is given by

\[
H_{1i} = - \sum \pi_i \log \pi_i
\]  

(1.5)

Where, \( \pi_i \) is the unconditional probability of the \( i \)th state of occurrence, as given in Table 2. The values of the entropy of the individual state of occurrence have been given in Table 3. The entropy has an important use in measuring the uncertainty as well as in testing the hypothesis of Markov dependence. The calculation of the second entropy is based upon the weighted average of the entropies for each transition state. The weighted entropy is given by

\[
H = - \sum \pi_i H_i
\]  

(1.6)

Where, \( \pi_i \) is the probability of individual state of occurrence i.e. the \( i \)th state and \( H_i \) is the entropy of the \( i \)th state. The values of the weighted entropy also presented in Table 3, Darjeeling, respectively.

A sequence of uncertainty, \( M \), of the stationary model is obtained from the individual states of occurrence over the Markovian model in the system and is given by

\[
M = H_{1i} - H = (\sum \pi_i \log \pi_i) - \sum \pi_i H_i
\]  

(1.7)

The redundancy of the state of occurrence, \( R \), is obtained as the difference from one of the ratio of the weighted entropy value \( H \) to the maximum possible entropy (\( H_{\text{max}} \)).

Here, \( H_{\text{max}} = \log 5 \), as we have only five state of occurrence as Thail (1973).

So,
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\[ R = 1 - \frac{H}{H_{\text{max}}} \]  

(1.8)

This redundancy value is used to determine the favorableness and unfavorableness of the Markovian system. As the redundancy value, \( R \), tends to be 1, the Markovian system tends to maximum favorable condition i.e. almost certain. Now on the light of this argument, we may examine the Markovian dependency on the monsoon months and season.

**Likelihood Ratio Test by Entropy**

In this section, we use the informational measure to test the hypothesis of Markovian dependence. The mathematical model of Shannon is used to obtain the measure of entropy in individual state of occurrence, denoted by \( H_{11} \). The average conditional uncertainty can be measured by

\[ H_{22} = - \sum_i \pi_i P_{ij} \log P_{ij}. \]  

(1.9)

This is the same as the weighted entropy.

The hypothesis testing, involving Markov chain has been considered by several ways. Mainly the Chi-square and the likelihood ratio criterion have been used for testing the hypothesis of independence of the random variable. Here, we introduce a test criterion, which involves the entropy but, this is equivalent test of the likelihood ratio criterion. The test statistic is

\[ T_1 = 2n (H_{11} - H_{21}) = 2 \sum_{i,j} n_{ij} \log \frac{n_{ij}}{n_i n_j} \]  

(1.10)

That is, \( T_1 \) is the same as the likelihood ratio criterion. The test statistic has a limiting Chi-square distribution with \((m-1)^2\) degree of freedom and the large values of the statistic correspond to rejection of the hypothesis.

**RESULTS AND DISCUSSIONS**

Transitional probability matrix of 5x5 state was calculated, results are given in table 1. In Darjeeling region, non-rainy day followed by non-rainy day is the highest in the month of October (.871); however over the season it is 0.077. Light rainy day followed by light rainy day is the highest in the month of October (0.316), over the season, it is 0.086. Moderate rainy day followed by moderate rainy day highest is in July (0.445), and over the season it is 0.367. Heavy rainy day followed by heavy rainy day is highest in the month of June (0.409), and over the season it is 0.459. Very heavy rainy day followed by very heavy rainy day also highest in the month of July (0.146) and over the season 0.369.

Using transitional probability matrix, unconditional probabilities was calculated. From the table 2, it is found that in Darjeeling, the unconditional probability of non-rainy day is highest, followed by moderate rainy day during the monsoon month and season, except the month of July and October, where the highest is moderate rainy day followed by non-rainy day in July, and light rainy day followed by moderate rainy day in October.

Next step is to calculate entropy values, using conditional and unconditional probability matrix, From the table 3 it is found that during the monsoon season (June – October), the degree of uncertainty of very high rainy day is more than
the other state at Darjeeling (0.65) in August, followed by high rain day (0.64) in June. Considering the values of the entropy of the stationary distribution of study meteorological observatory, it is necessary to regard the occurrence of rainfall at Darjeeling is in highest uncertainty. The weighted entropy values of the conditional probabilities during the monsoon period is the highest uncertain in the months of June and July, followed by August and September. But, considering the empirical result of Medhi (1976), it would have been suggested that the likelihood ratio test is more powerful as well as more appropriate test against the Markov dependence. So, it is necessary to test Markovian dependence, using likelihood ratio test. From the table 4.4 it is observed that, the calculated value of likelihood ratio test by entropy ($T_1$) is significant at both 5% and 1% level of significance, except in the month of September. Thus, it indicates rejection of null hypothesis of independence against Markovian dependence. Therefore, at the statistical point of view, Markov Chain models have been fitted significantly on the occurrence of daily rainfall with its intensity, which might depend on the state of occurrence of rainfall on the previous day only.

**Table 1: Transition Probability Matrix for Darjeeling during Monsoon Months and Season**

<table>
<thead>
<tr>
<th></th>
<th>JUNE</th>
<th>JULY</th>
<th>AUGUST</th>
<th>SEPTEMBER</th>
<th>OCTOBER</th>
<th>JUNE-OCTOBER</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.471</td>
<td>0.171</td>
<td>0.267</td>
<td>0.076</td>
<td>0.016</td>
<td>A</td>
</tr>
<tr>
<td>B</td>
<td>0.300</td>
<td>0.261</td>
<td>0.332</td>
<td>0.091</td>
<td>0.016</td>
<td>B</td>
</tr>
<tr>
<td>C</td>
<td>0.268</td>
<td>0.197</td>
<td>0.362</td>
<td>0.145</td>
<td>0.027</td>
<td>C</td>
</tr>
<tr>
<td>D</td>
<td>0.172</td>
<td>0.088</td>
<td>0.302</td>
<td>0.409</td>
<td>0.028</td>
<td>D</td>
</tr>
<tr>
<td>E</td>
<td>0.172</td>
<td>0.069</td>
<td>0.552</td>
<td>0.207</td>
<td>0.000</td>
<td>E</td>
</tr>
</tbody>
</table>

**Table 2: Stationary Probability for Darjeeling of Monsoon Months and Season**

<table>
<thead>
<tr>
<th></th>
<th>June</th>
<th>July</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Season</th>
</tr>
</thead>
<tbody>
<tr>
<td>pi1</td>
<td>0.323</td>
<td>0.212</td>
<td>0.338</td>
<td>0.473</td>
<td>0.788</td>
<td>0.009</td>
</tr>
<tr>
<td>pi2</td>
<td>0.181</td>
<td>0.211</td>
<td>0.214</td>
<td>0.159</td>
<td>0.094</td>
<td>0.025</td>
</tr>
<tr>
<td>pi3</td>
<td>0.321</td>
<td>0.387</td>
<td>0.336</td>
<td>0.256</td>
<td>0.086</td>
<td>0.261</td>
</tr>
<tr>
<td>pi4</td>
<td>0.155</td>
<td>0.161</td>
<td>0.090</td>
<td>0.098</td>
<td>0.024</td>
<td>0.440</td>
</tr>
<tr>
<td>pi5</td>
<td>0.021</td>
<td>0.029</td>
<td>0.022</td>
<td>0.013</td>
<td>0.007</td>
<td>0.265</td>
</tr>
</tbody>
</table>

**Table 3: Information in Bits for Darjeeling during Monsoon Month and Season**

<table>
<thead>
<tr>
<th></th>
<th>June</th>
<th>July</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Season</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>0.551</td>
<td>0.568</td>
<td>0.531</td>
<td>0.457</td>
<td>0.225</td>
<td>0.570</td>
</tr>
<tr>
<td>H2</td>
<td>0.591</td>
<td>0.606</td>
<td>0.584</td>
<td>0.583</td>
<td>0.509</td>
<td>0.529</td>
</tr>
<tr>
<td>H3</td>
<td>0.616</td>
<td>0.603</td>
<td>0.598</td>
<td>0.601</td>
<td>0.537</td>
<td>0.520</td>
</tr>
</tbody>
</table>
Table 3: Contd.,

<table>
<thead>
<tr>
<th></th>
<th>June</th>
<th>July</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Season</th>
</tr>
</thead>
<tbody>
<tr>
<td>H4</td>
<td>0.584</td>
<td>0.604</td>
<td>0.624</td>
<td>0.617</td>
<td>0.590</td>
<td>0.506</td>
</tr>
<tr>
<td>H5</td>
<td>0.496</td>
<td>0.640</td>
<td>0.657</td>
<td>0.588</td>
<td>0.654</td>
<td>0.493</td>
</tr>
<tr>
<td>H11</td>
<td>0.612</td>
<td>0.618</td>
<td>0.593</td>
<td>0.556</td>
<td>0.325</td>
<td>0.521</td>
</tr>
<tr>
<td>H22</td>
<td>0.583</td>
<td>0.593</td>
<td>0.579</td>
<td>0.554</td>
<td>0.442</td>
<td>0.535</td>
</tr>
<tr>
<td>M</td>
<td>0.029</td>
<td>0.024</td>
<td>0.014</td>
<td>0.002</td>
<td>0.117</td>
<td>0.014</td>
</tr>
<tr>
<td>R</td>
<td>0.125</td>
<td>0.116</td>
<td>0.152</td>
<td>0.205</td>
<td>0.536</td>
<td>0.255</td>
</tr>
</tbody>
</table>

Table 4: Likelihood Ratio Test Statistic (T₁) Values

<table>
<thead>
<tr>
<th>Station</th>
<th>June</th>
<th>July</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Season</th>
</tr>
</thead>
<tbody>
<tr>
<td>Darjeeling</td>
<td>77.33</td>
<td>68.02</td>
<td>38.21</td>
<td>5.53</td>
<td>327.32</td>
<td>39.01</td>
</tr>
</tbody>
</table>

* Degree of freedom is 16

CONCLUSIONS

To study the rainfall distribution and its characteristics, Markov chain model is one of the best tools that are available. Also, it is important to study the uncertainty about rainfall. Using redundancy test to estimate entropy values for monsoon rainfall in hill sub region of West Bengal, uncertainty is calculated. From results, redundancy test used to estimate entropy values, which ranged from 0.116 to 0.536 shows that monsoon rainfall in hill sub region of West Bengal, is highly uncertain. Likelihood ratio test is more powerful as well as more appropriate in testing the Markov dependence. Except in the month of September, the results during this study period from June to October showed that, likelihood ratio test are more significant, depicting that system to follow markovain dependence.
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